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uygx=(hy-hygx) / (by+TINY) Equation (14.4.15).
uxgy=(hx-hxgy) / (hx+TINY) Equation (14.4.16).
uxy=2. * (hx+hy-h) / (hx+hy+TINY) Equation (14.4.17).
return

END

CITED REFERENCES AND FURTHER READING:

Dunn, O.J., and Clark, V.A. 1974, Applied Statistics: Analysis of Variance and Regression (New
York: Wiley).

Norusis, M.J. 1982, SPSS Introductory Guide: Basic Statistics and Operations; and 1985, SPSS-
X Advanced Statistics Guide (New York: McGraw-Hill).

Fano, R.M. 1961, Transmission of Information (New York: Wiley and MIT Press), Chapter 2.

14.5 Linear Correlation

We next turn to measures of association between variables that are ordinal
or continuous, rather than nominal. Most widely used is the linear correlation
coefficient. For pairs of quantities (x;,y;), ¢« = 1,..., N, the linear correlation
coefficient » (also called the product-moment correlation coefficient, or Pearson’s
r) is given by the formula

Zi:(xi - T)(yi — 7)
o e o

(145.1)

where, as usud, T isthe mean of the x;’s, 7 is the mean of the y;’s.

Thevalueof r lieshetween —1 and 1, inclusive. It takeson avaueof 1, termed
“complete positive correlation,” when the data points lie on a perfect straight line
with positive slope, with x and y increasing together. The value 1 holdsindependent
of the magnitude of the slope. If the data points lie on a perfect straight line with
negative slope, y decreasing as x increases, then r has the value —1; thisis called
“compl ete negative correlation.” A value of r near zero indicates that the variables
x and y are uncorrelated.

When a correlation is known to be significant, r is one conventional way of
summarizing its strength. In fact, the value of r can be translated into a statement
about what residuas (root mean square deviations) are to be expected if the dataare
fitted to a straight line by the least-squares method (see §15.2, especialy equations
15.2.13 — 15.2.14). Unfortunately, r is a rather poor statistic for deciding whether
an observed correlation is statistically significant, and/or whether one observed
correlation is significantly stronger than another. The reason isthat r isignorant of
the individua distributions of 2 and ¥, so there is no universal way to compute its
distribution in the case of the null hypothesis.

About the only general statement that can be madeisthis: If thenull hypothesis
is that  and y are uncorrelated, and if the distributions for x and y each have
enough convergent moments (“tails’ die off sufficiently rapidly), and if N islarge
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14.5 Linear Correlation 631

(typically > 500), then r is distributed approximately normally, with amean of zero
and a standard deviation of 1/+/N. In that case, the (double-sided) significance of
the correlation, that is, the probability that || should be larger than its observed

vaue in the null hypothesis, is
|| v N
erfc 145.2
< V2 ( )

where erfc(z) is the complementary error function, equation (6.2.8), computed by
the routines erfc or erfcc of §6.2. A small value of (14.5.2) indicates that the
two distributions are significantly correlated. (See expression 14.5.9 below for a
more accurate test.)

Most statistics books try to go beyond (14.5.2) and give additiona statistical
tests that can be made using . In a@most all cases, however, these tests are valid
only for avery special class of hypotheses, namely that the distributionsof = and y
jointly form abinormal or two-dimensional Gaussian distribution around their mean
values, with joint probability density

1
p(x,y) drdy = const. X exp —§(a11x2 —2a127Y + a22y2) dxdy (14.5.3)

where ai1, a1, and aqo are arbitrary constants. For thisdistributionr has the value

a2
r — (14.5.4)

There are occasions when (14.5.3) may be known to be a good model of the
data There may be other occasions when we are willing to take (14.5.3) as at least
a rough and ready guess, since many two-dimensiona distributions do resemble a
binormal distribution, at least not too far out on their tails. In either situation, we can
use (14.5.3) to go beyond (14.5.2) in any of severa directions:

First, we can alow for the possibility that the number N of data pointsis not
large. Here, it turns out that the statistic

N -2
t=r 2 (145.5)
is distributed in the null case (of no correlation) like Student’s ¢-distribution with
v = N — 2 degrees of freedom, whose two-sided significance level is given by
1 — A(t|v) (equation 6.4.7). As N becomes large, this significance and (14.5.2)
become asymptotically the same, so that one never does worse by using (14.5.5),
even if the binormal assumption is not well substantiated.

Second, when N is only moderately large (> 10), we can compare whether
the difference of two significantly nonzero r's, e.g., from different experiments, is
itself significant. In other words, we can quantify whether a change in some control
variablesignificantly aters an existing correl ation between two other variables. This
is done by using Fisher’'s ztransformation to associate each measured » with a

corresponding =z,
1 1+4+7r
=21 145.6
=Tt (1 - 7‘) (14.56)

SINOYAD 10 ‘sanaysip ‘sy00q sadioay [eauswnp Japio o] “pangiyosd Apouis si ‘1aindwod JaAias Aue 03 (suo siyy Buipnjour) sajl ajgepeal
"alemyjos sadinay [eauswnN Aq z66T-986T (O) WyBLUAdOD swelbold ssaid Ausianiun sbpuqued Aq 266T-986T (O) WbLAdoD
(X-790€7-T2S-0 NESI) ONILNDNOD DIHILNTIOS 40 18V FHL 22 NVH1HO4d NI S3dIDIY TvOIHIWNN woyy abed sjdwes

‘(ealIBWY YLION 8pISINO) 3N oe wed dnd@ape] 0} |lewa puas Jo ‘(Ajuo eauswy YUON) £2/-2/8-008-T |82 JO WO 1u MMM//:dny 81ISgam ISIA
-auiyoew jo Buifdoos Aue Jo ‘uononpolidal Jayun4 asn [euosiad umo Jiay) Joy Adod Jaded suo axewW 0} SIasN 18uIBIUI 10} pajueId SI uoIssIWIad



632 Chapter 14.  Statistical Description of Data

Then, each z is approximately normally distributed with a mean value

- 1 1 + T'true Ttrue

7= [hl (1 — Ttmc) + N 1] (145.7)
where r,. iSthe actua or population value of the correlation coefficient, and with
a standard deviation

1
N —— 14538
o)~ ——s (1458)
Equations (14.5.7) and (14.5.8), when they are vaid, give severa useful
statistical tests. For example, the significance level at which a measured vaue of r
differs from some hypothesized value r,,. is given by

erfc (u VN_B) (145.9)
V2
where z and z are given by (14.5.6) and (14.5.7), with small values of (14.5.9)
indicating a significant difference. (Settingz = 0 makes expression 14.5.9 a more
accurate replacement for expression 14.5.2 above)) Similarly, the significance of a
difference between two measured correl ation coefficients r; and ro is

|21 — 22

1 1
\/§ N1—3 + N2—3

efc (14.5.10)

where z; and z, are obtained from r; and r, using (14.5.6), and where N; and N,
are, respectively, the number of data pointsin the measurement of r, and .

All of the significances above are two-sided. If you wish to disprove the null
hypothesisin favor of a one-sided hypothesis, such asthat vy > r5 (where the sense
of the inequality was decided a priori), then (i) if your measured r; and o have
the wrong sense, you have failed to demonstrate your one-sided hypothesis, but (ii)
if they have the right ordering, you can multiply the significances given above by
0.5, which makes them more significant.

But keep in mind: These interpretations of the r statistic can be completely
meaningless if the joint probability distribution of your variables = and y is too
different from a binormal distribution.

SUBROUTINE pearsn(x,y,n,r,prob,z)

INTEGER n

REAL prob,r,z,x(n),y(n),TINY

PARAMETER (TINY=1.e-20) Will regularize the unusual case of com-

USES bet ai plete correlation.
Given two arrays x(1:n) and y(1:n), this routine computes their correlation coefficient
r (returned as r), the significance level at which the null hypothesis of zero correlation
is disproved (prob whose small value indicates a significant correlation), and Fisher’s z
(returned as z), whose value can be used in further statistical tests as described above.

INTEGER j

REAL ax,ay,df,sxx,sxy,syy,t,xt,yt,betai

ax=0.

ay=0.

dou j=1,n Find the means.
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14.6 Nonparametric or Rank Correlation 633

ax=ax+x(j)
ay=ay+y(j)
enddo 11
ax=ax/n
ay=ay/n
sxx=0.
syy=0.
sxy=0.
do j=1,n Compute the correlation coefficient.
xt=x(j)-ax
ye=y(j)-ay
SXX=SXX+Xt**2
SYy=sSyy+ytH*2
sSXy=sxy+xt*yt
enddo 12
r=sxy/ (sqrt (sxx*syy) +TINY)
z=0.5%1og(((1.+r)+TINY)/((1.-r)+TINY)) Fisher’s z transformation.
df=n-2
t=r*sqrt(df/(((1.-r)+TINY)*((1.+r)+TINY))) Equation (14.5.5).
prob=betai(0.5*%df,0.5,df/ (df+t**2)) Student'’s ¢ probability.

prob=erfcc(abs(z*sqrt(n-1.))/1.4142136) For large n, this easier computation of

return prob, using the short routine erfcc,

END would give approximately the same
value.

CITED REFERENCES AND FURTHER READING:

Dunn, O.J., and Clark, V.A. 1974, Applied Statistics: Analysis of Variance and Regression (New
York: Wiley).

Hoel, P.G. 1971, Introduction to Mathematical Statistics, 4th ed. (New York: Wiley), Chapter 7.
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14.6 Nonparametric or Rank Correlation

It is precisdly the uncertainty in interpreting the significance of the linear
correlation coefficient r that leads us to the important concepts of nonparametric or
rank correlation. Asbefore, we are given N pairs of measurements (x;, y;). Before,
difficulties arose because we did not necessarily know the probability distribution
function from which the x;’s or y;'s were drawn.

The key concept of nonparametric correlation is this: If we replace the value
of each x; by the value of its rank among all the other x;’s in the sample, that
is, 1,2,3,..., N, then the resulting list of numbers will be drawn from a perfectly
known distribution function, namely uniformly from the integers between 1 and N,
inclusive. Better than uniformly, in fact, since if the z;'s are al distinct, then each
integer will occur precisely once. If some of the z;'s have identical values, it is
conventional to assign to al these “ties’ the mean of the ranksthat they would have
had if their values had been dightly different. This midrank will sometimes be an
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